


























The nodes are virtual machines hosted in STS premises. Following resources were dedicated to 
each node: 

Table 1 - PHC IT resources assigned 

Name Pl'0Visioined Guest OS 
- �--�- .- - S1nu:e ____ -

INS.BM-PROD- 1000 GB MicrosoftWindows 
APP01 Server 2019 (64-bit) 
INS.BM-PROD- 82.09 GB Microsoft Windows 
APP02 Server 2019 (64-bitl 
INS.BM-PROD- 82.09 GB Microsoft Windows 
APP03 Server 2019 (64-bitl 
INS.BM-PROD- 82.09 GB Microsoft Windows 
APP04 Server 2019 (64-bitl 
INS.BM-PROD- 82.09 GB Microsoft Windows 
APP05 Server 2019 (64-bit) 
INS.BM-PROD- 1050 GB Ubuntu Linux 20.04 
DB01 (64-bit) 
INS.BM-PROD- 1050 GB Ubuntu Linux 20.04 
DB02 (64-bit) 
INS.BM-PROD- 58.08 GB Ubuntu Linux 20.04 
LB01 (64-bit) 
INS.BM-PROD- 58.08 GB Ubuntu Linux 20.04 
LB02 (64-bit\ 
INS.VM-PROD- 98.09 GB Ubuntu Linux 20.04 
SL (64-bitl 

Memory Size 
I, • ,- ---

96GB 

96 GB 

96 GB 

96 GB 

96 GB 

256 GB 

256 GB 

32GB 

32GB 

48GB 

·- ·--

CPUs ii> Address
. --

24 

24 

24 

24 

24 

48 

48 

16 

16 

16 

An additional 2T sized storage mounted via NFS on first database server node was intended to be 
used for online backup, by case. 

Load balancers 

Load balancers are based on NGINX community edition version 1.18. NGINX software is compiled 
from source in order to enable future customizations. Additional sticky modules were added to 
NGINX in order to enable session persistence using session cookies. 

The role of the two load balancers is to balance web requests coming from Internet (routed via STS 
network equipment) to the 5 application nodes in a consistent manner, providing session 
persistence. They are configured in an active-passive high availability configuration, so when one 
node is down, the other can take over the requests. 

Database servers 

Database servers are based on Postgresql 12 community edition database management software. 
Postgresql 12 is installed from specialized repository dedicated to current operating system version. 

Database nodes serves as information storage for keeping assignments, interviews, and system and 
user management information. The database nodes uses active-passive replication, so one node 
(MASTER) is on read-write mode while the second node (BACKUP) is on read-only. Automatic 
failover is implemented so in case MASTER is down, the BACKUP node is promoted as master. 
Also, database was configured for online backup, which make possible point in time recovery in 
case of information inconsistency. 

Application servers 

Application servers consists in instances of Survey Solution version 21.1. 7 .30747 which is the latest 
stable version at the moment of installation. Each node communicates with load balancers on port 
9700 via http. A dedicated component called ExportService is enabled only on the fast node. This 
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protected by 2 factor authentication. Also, a captcha mechanism (Google Recaptcha service) 
is used in order to deny programmatic access. 

The overall security of the system was assessed by STS according to best practices. In order to 
continuously protect against common vulnerabilities, security patches for system components are 
applied on regular basis. 

3.6. Log management 

All the systems logs are centralized by STS. This allows setting alerts in order to notify responsible 
persons for particular events, related to system security, availability and reliability. 

3.7. Disaster recovery 

Disaster recovery mechanism relies on DNS switching and database replication. First node on the 
secondary site is continuously replicating from first node of the primary site using streaming 
replication, so the database on the secondary site is up-to-date in a consistent manner. 

When a disaster situation is declared by responsible persons, the disaster recovery procedure is 
triggered and will have those main phases: 

1. Switch network connectivity from primary to secondary site. This will use DNS record up
dating, so the changes will be applied according to agreed TTL. In this case, this will be one
hour. The second site load balancers will publish initially a maintenance notification HTML
page.

2. Meanwhile, a manual procedure will promote the first database node on the second datacen
ter to become MASTER. Replication with secondary node in second datacenter will be set
up, and when everything is up, the other services will be started.

3. The maintenance notification page will be replaced with a redirect to SuSo services, so the
users can access new environment.

It is very important to maintain configuration on secondary datacenter to be the same as in primary 
datacenter, so every time when configuration changes in primary datacenter, it should be replicated 
on secondary datacenter. Following resources were used in secondary datacenter in order to cover 
the capacity of the primary datacenter: 

Table 2 - PHC Secondary datacenter resources 

Name Provisioned Sptte Guest OS MemorySize CPUs IP Address 

INS.BM-DR- 1000 GB Microsoft Windows Server 96 GB 24 
APP01 2019 (64-bit) 
INS.BM-DR- 82.09 GB Microsoft Windows Server 96 GB 24 
APP02 2019 (64-bitl 
INS.BM-DR- 82.09 GB Microsoft Windows Server 96GB 24 
APP03 2019 (64-bit) 
INS.BM-DR- 82.09 GB Micros.oft Windows Server 96GB 24 
APP04 2019 (64-bit) 
INS.BM-DR- 82.09 GB Microsoft Windows Server 96GB 24 
APP05 2019 (64-bitl 
INS.BM-DR- 1050 GB Ubuntu Linux 20.04 (64- 256GB 48 
DB01 bit) 
INS.BM-DR- 1050 GB Ubuntu Linux 20.04 (64- 256GB 48 
D802 bit) 

INS.BM-DR- 58.08 GB Ubuntu Linux 20.04 (64- 32 GB 16 
LB01 bit) 
INS.BM-DR- 58.08 GB Ubuntu Linux 20.04 (64- 32GB 16 
LB02 bit) 
INS.VM-DR- 98.09 GB Ubuntu Linux 20.04 (64- 48GB 16 
SL bit) 
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Technical requirements and software used 

Similar to the PHC grid distribution grid application described above, the dissemination platfonn 

will use the same infrastrncture and setup described in Output 4.lb, and no additional setup is 

necessary. The platform requires running installations of R and {shiny} (open-source version). 

RStudio Server is not necessarily required for deployment, but it is recommended to allow for fast 

modifications and updates. 

Following the installation, the shiny application must be moved to the folder served on the web. On 

a normal installation, these application folders containing all files and data would reside in 
/srv/shiny-serverl. However, due to the large files in use by the INS team and the configuration of 
resources for this particular ·installation, the server folder bas been moved to /arhival/srv/shiny
serverl6. Copying and pasting the folders to the larhival/srv/s/ziny-server/phc_diseminare/ will 
make the application available on Data Processing Server the local network at the address: 
http://xx.x.xxx.xx/phc diseminarel 

Solution design and process flow 

The proposed solution incorporates several components (defined as modules) that interlink and 
creates a file query system that can return several indicators based on a set of standardized pointers. 
The dissemination platform's main data component is the pool of tables generated in advance by 
INS with all calculations included and SDC applied at the lowest administrative-territorial unit 
available for each subtopic. The data is fed into the platfonn, passing through each module to reach 
the visualization and dissemination stage. The main modules include the listing module, query 
module, grouping module, processing module, visualization and dissemination modules. The 
general process is described in the diagram below. 

The dissemination platform lists the data files in the source folder on the first load. Next, it creates 
a list of names correlated with a preset set of topics and subtopics, returning the topics and subtopics 

available in the data. Then, based on the subtopic selection, the query module returns the available 
indicators and disaggregation levels and the available grouping variables. Fina11y, based on the 
combination of indicators, disaggregation and grouping variables, the user submits the query to the 
processing module. This module runs the query and returns two datasets: a grouped data frame 
based on the selections of the user and the required shapefiles for rendering the data. 

6 We do recommend that INS uses the default installation as recommended by Rstudio (now Posit) and the R 

documentation. 
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